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1
MOBILE VIDEO DELIVERY

BACKGROUND OF THE INVENTION

The invention generally relates to wireless networks, and
more specifically to mobile video delivery.

In general, progressive download refers to video delivered
by a regular Hypertext Transfer Protocol (HTTP) web server
rather than a streaming server. In most instances, video deliv-
ered using this technique is stored on a viewer’s hard drive as
it’s received, and then it’s played from the hard drive. In
contrast, streaming video is usually not stored (also called
cached) locally, so if the viewer can’t retrieve and play it in
real time, he or she can’t play it smoothly at all.

HTTP Progressive download is the most common mode of
delivering video from the Internet today. Unfortunately, this
delivery method does not respond to changing network con-
ditions, which can affect the end user experience. Consider a
case where a HTTP PD video object is encoded at 720p. If the
network conditions are bad, the video will take a long time to
be downloaded and video player will stall waiting for addi-
tional frames. For such conditions, the object has to be
encoded at a lower rate (perhaps 360p). Similarly, if the
network conditions improve, the streamer has to start sending
higher quality video segments.

SUMMARY OF THE INVENTION

The following presents a simplified summary of the inno-
vation in order to provide a basic understanding of some
aspects of the invention. This summary is not an extensive
overview ofthe invention. Itis intended to neither identify key
or critical elements of the invention nor delineate the scope of
the invention. Its sole purpose is to present some concepts of
the invention in a simplified form as a prelude to the more
detailed description that is presented later.

The present invention provides methods and apparatus,
including computer program products, for mobile video
delivery.

In general, in one aspect, the invention features a method
including, in a mobile network comprising at least a core
element and one or more evolved Node Bs (eNBs), receiving
arequest to initiate a progressive download of a video object,
splitting the requested video object into self-contained inde-
pendent video segments, transrating each of the self-con-
tained independent video segments for different rates, and
delivering a segment from a rate bucket that matches a current
network condition determined by bandwidth estimation.

In another aspect, the invention features a server in a
mobile network including one or more central processing
units (CPUs), and a memory, the memory including an oper-
ating system (OS) and a mobile video delivery process, the
mobile video delivery process including receiving a request
to initiate a progressive download of a video object, splitting
the requested video object into self-contained independent
video segments, transrating each of the self-contained inde-
pendent video segments for different rates, and delivering a
segment from a rate bucket that matches a current network
condition determined by bandwidth estimation.

Other features and advantages of the invention are apparent
from the following description, and from the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be more fully understood by reference
to the detailed description, in conjunction with the following
figures, wherein:
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FIG. 1 is a block diagram.
FIG. 2 is a block diagram.

FIG. 3 is a flow diagram.
FIG. 4 is a block diagram.

DETAILED DESCRIPTION

The subject innovation is now described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth in order to provide a thorough understanding of
the present invention. It may be evident, however, that the
present invention may be practiced without these specific
details. In other instances, well-known structures and devices
are shown in block diagram form in order to facilitate describ-
ing the present invention.

As used in this application, the terms “component,” “sys-
tem,” “platform,” and the like can refer to a computer-related
entity or an entity related to an operational machine with one
or more specific functionalities. The entities disclosed herein
can be either hardware, a combination of hardware and soft-
ware, software, or software in execution. For example, a
component may be, but is not limited to being, a process
running on a processor, a processor, an object, an executable,
a thread of execution, a program, and/or a computer. By way
of'illustration, both an application running on a server and the
server can be a component. One or more components may
reside within a process and/or thread of execution and a
component may be localized on one computer and/or distrib-
uted between two or more computers. Also, these compo-
nents can execute from various computer readable media
having various data structures stored thereon. The compo-
nents may communicate via local and/or remote processes
such as in accordance with a signal having one or more data
packets (e.g., data from one component interacting with
another component in a local system, distributed system,
and/or across a network such as the Internet with other sys-
tems via the signal).

In addition, the term “or” is intended to mean an inclusive
“or” rather than an exclusive “or.” That is, unless specified
otherwise, or clear from context, “X employs A or B” is
intended to mean any of the natural inclusive permutations.
That is, if X employs A; X employs B; or X employs both A
and B, then “X employs A or B” is satisfied under any of the
foregoing instances. Moreover, articles “a” and “an” as used
in the subject specification and annexed drawings should
generally be construed to mean “one or more” unless speci-
fied otherwise or clear from context to be directed to a singu-
lar form.

Moreover, terms like “user equipment,” “mobile station,”
“mobile,” “subscriber station,” “communication device,”
“access terminal,” “terminal,” “handset,” and similar termi-
nology, refer to a wireless device (e.g., cellular phone, smart
phone, computer, personal digital assistant (PDA), set-top
box, Internet Protocol Television (IPTV), electronic gaming
device, printer, etc.) utilized by a subscriber or user of a
wireless communication service to receive or convey data,
control, voice, video, sound, gaming, or substantially any
data-stream or signaling-stream. The foregoing terms are uti-
lized interchangeably in the subject specification and related
drawings. Likewise, the terms “access point,” “base station,”
“Node B,” “evolved Node B,” “home Node B (HNB),” and the
like, are utilized interchangeably in the subject application,
and refer to a wireless network component or appliance that
serves and receives data, control, voice, video, sound, gam-
ing, or substantially any data-stream or signaling-stream from

29 <
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a set of subscriber stations. Data and signaling streams can be
packetized or frame-based flows.

Furthermore, the terms “‘user,” “subscriber,” “customer,”
and the like are employed interchangeably throughout the
subject specification, unless context warrants particular dis-
tinction(s) among the terms.

This invention described herein applies to all wireless net-
works regardless of access technology, including Global Sys-
tem for Mobile (GSM), Code Division Multiple Access
(CDMA), Long Term Evolution (LTE), WiMAX and so forth.
For ease of explanation, the invention will is described in a 4G
network environment.

As shown in FIG. 1, an exemplary mobile network 10
includes user equipment (UE) 12, such as a smart phone.
Other examples of US 12 include, but are not limited to,
cellular phone, computer, personal digital assistant (PDA),
set-top box, Internet Protocol Television (IPTV), electronic
gaming device, printer, tablet, Wi-Fi Hotspot and so forth.
The UE 12 is wirelessly linked to an Evolved Node B (eNB)
14. The eNB 14 is a radio part of a cell site. A single eNB may
contain several radio transmitters, receivers, control sections
and power supplies. The eNB 14 is backhauled to a metro
ethernet ring 16, which includes a Mobility Management
Entity (MME) 18 and a Serving Gateway (SGW) 20. Back-
haul is a process of transferring packets or communication
signals over relatively long distances to a separate location for
processing. The SGW 20 routes and forwards user data pack-
ets, while also acting as the mobility anchor for a user plane
during inter-eNodeB handovers.

The SGW 20 is linked to an Internet Protocol (IP) back-
bone 22. The IP backbone 22 includes links to a Online
Charging System (OCS) 24, an Offline Charging Subsystem
(OFCS) 26 and a Policy Control and Charging Function
(PCRF) 28. In general, the OCS 24 is a set of interconnected
network elements that enable the identification, rating and
posting of charges in real time (or near real time). The OFCS
26 receives charging data in the form of Call Detail Records
(CDRs) and Diameter accounting messages from network
elements after the subscriber incurs network resource usage.

The IP backbone 22 includes a network server 30 that
implements virtualized open wireless services software
architecture for 3G and 4G mobile networks. The network
server 30 is linked to a web server 32 through an Internet
Service Provider (ISP) 34.

As shown in FIG. 2, the network server 30 includes at least
a central processing unit (CPU) 50 and a memory 52.
Memory 52 includes at least an operating system (OS) 54,
such as Linux, and mobile video delivery process 100,
described below.

As shown in FIG. 3, the mobile video delivery process 100
includes receiving (102) a request to initiate a progressive
download of a video object.

The mobile video delivery process 100 splits (104) the
requested video object into self-contained independent video
segments.

The mobile video delivery process 100 transrates (106)
each of the self-contained independent video segments for
different rates.

The mobile video delivery process 100 delivers (108) a
segment from a rate bucket that matches a current network
condition determined by bandwidth estimation.

As described above, mobile video delivery process 100
splits (104) multi-media content, such as flash video (FLV
video), into small chunks 405, where each segment is a play-
able unit (i.e., start from a key frame such as I-frame). As
shown in FIG. 4, different bit-rate versions 410 for each
segment 405 are created and registered to the media server
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415, so that the media server can select an appropriate version
for a segment transmission as the available bandwidth
changes.

For example, in the case of FLV video streaming over
Hypertext Transfer Protocol (HTTP), a FLV video header has
avideo file size based on the highest bit rate content. This size
is also used for a Content-Size header field of a HITP
response header in case the chunked encoding is not sup-
ported by the HTTP server or client. At each segment trans-
mission interval, the HTTP server estimates the available
bandwidth of the Transmission Control Protocol (TCP) link
420 using a bandwidth estimation technique and chooses a
version of the segment of which the bit rate best fits the
estimated TCP link bandwidth.

The HTTP media server acts as a HT TP media proxy server
deployed within a 3G, 4G access network (AN), behind the
PGW or PDSN as part of the AN infrastructure and can obtain
more information about a client device or service plan, and
can determine an upper limit of content for the device accord-
ingly. For example, there is no need to stream HD quality
video for a smart phone due to the limited screen size of the
device. Thus, the media server will not even make an attempt
to serve high definition (HD) quality media segments
although available.

Bandwidth estimation can include one of several methods.
For example, bandwidth estimation can be a TCP based band-
width estimation method that is agnostic of the wireless
access protocol. In this example, bandwidth estimation is
performed by a media server without help of a media player
on the other end by monitoring the media server’s TCP socket
queue length. A proxy server can use any of the following data
and techniques in determining the bandwidth of the TCP
connection of the client. First, getting the TCP socket queue
length periodically and determine the drain rate. Second, run
an Active Queue Management (AQM) process, such as RED
or Pl-controller, on the socket queue length to detect impend-
ing congestion on the TCP link, and estimate bandwidth.

This TCP link bandwidth estimation technique is guaran-
teed to work for an AN’s HTTP media proxy server, since the
TCP connection is terminated at the mobile device/UE 425,
which is not the case for general HTTP media servers outside
the AN. FIG. 4 depicts the behavior of the server.

Another bandwidth estimation process that can be
employed is X2 interface based bandwidth estimation for
LTE networks. This method may be used by core elements,
such as the SGW/PGW/video optimizers, to determine cell-
load on eNBs (base stations) in an LTE network. Typically
congestion occurs over an air interface and therefore this
information reflects a relatively accurate view of the band-
width available in an access network. The LTE architecture
does not specify any methods by which this information is
exchanged between the access and core networks, so the
present invention takes advantage of the X2 application pro-
tocol (X2AP) interface on the eNBs over which cell loading
information is exchanged and can use either of two methods.
In a first method, a core network element implements X2AP
protocol with an eNB. In a second method, a core network
element acts as a router and all communication between any
eNBs goes through the core network element. The core net-
work element then sniffs X2 traffic between the eNBs to
determine cell loading.

In general, the X2 AP protocol runs between any two eNBs.
X2AP handles global procedures and user equipment (UE)
mobility procedures within E-UTRAN, and provides the fol-
lowing functions:
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Function: Mobility Management

Elementary procedures: (a) Handover Preparation; (b) SN
Status Transfer; (c) UE Context Release; and (d) Handover
Cancel

Function: Load Management 5

Elementary procedures: (a) Load Indication; (b) Resource
Status Reporting Initiation; and (c) Resource Status Report-
ing

Function: Reporting of General Error Situations

Elementary procedure: Error Indication 10

Function: Resetting the X2

Elementary procedure: Reset

Function: Setting up the X2

Elementary procedure: X2 Setup

Function: eNB Configuration Update 15

Elementary procedures: (a) eNB Configuration Update;
and (b) Cell Activation

Function: Mobility Parameters Management

Elementary procedure: Mobility Settings Change

Function: Mobility Robustness Optimization 20

Elementary procedures: (a) Radio Link Failure Indication;
and (b) Handover Report

Function: Energy Saving

Elementary procedures: (a) eNB Configuration Update;
and (b) Cell Activation 25

In the first method, the core network element establishes
X2AP protocol with each eNB of interest. The protocol of
interest is Load Management and the following messages are
of interest:

Load Indication: an eNB initiates the procedure by sending 30
a LOAD INFORMATION message to eNBs controlling
intra-frequency neighboring cells. The IE of interest is “UL
Interference Overload Indication IE,” which indicates the
interference level experienced by the indicated cell on all
resource blocks. 35

Resource Status Reporting Initiation: This is a procedure
used by an eNB to request the reporting of load measurements
to another eNB.

In the request message, the requesting side can request
Radio Resource load, Hardware Load and S1 Load Ies, which 40
contains appropriate load information being experienced on
the cell. The load state is either low-load, medium-load, high-
load or overload.

These responses can be periodically generated based on the
registration schemes set in the request message and can be 45
cancelled if required.

In the second method, all X2AP messages are routed
through the core network element, i.e., the core network
element is used to provide connectivity across the eNBs. The
messages of interest are sniffed and the rest are passed 50
through. Cell loading information is obtained by sniffing
these messages.

Various implementations of the systems and techniques
described here can be realized in digital electronic circuitry,
integrated circuitry, specially designed ASICs (application 55
specific integrated circuits), computer hardware, firmware,
software, and/or combinations thereof These various imple-
mentations can include implementation in one or more com-
puter programs that are executable and/or interpretable on a
programmable system including at least one programmable 60
processor, which may be special or general purpose, coupled
to receive data and instructions from, and to transmit data and
instructions to, a storage system, at least one input device, and
at least one output device.

These computer programs (also known as programs, soft- 65
ware, software applications or code) include machine instruc-
tions for a programmable processor, and can be implemented

6

in a high-level procedural and/or object-oriented program-
ming language, and/or in assembly/machine language. As
used herein, the terms “machine-readable medium” “com-
puter-readable medium” refers to any computer program
product, apparatus and/or device (e.g., magnetic discs, optical
disks, memory, Programmable Logic Devices (PLDs)) used
to provide machine instructions and/or data to a program-
mable processor, including a machine-readable medium that
receives machine instructions as a machine-readable signal.
The term “machine-readable signal” refers to any signal used
to provide machine instructions and/or data to a program-
mable processor.

To provide for interaction with a user, the systems and
techniques described here can be implemented on a computer
having a display device (e.g., a CRT (cathode ray tube) or
LCD (liquid crystal display) monitor) for displaying infor-
mation to the user and a keyboard and a pointing device (e.g.,
amouse or a trackball) by which the user can provide input to
the computer. Other kinds of devices can be used to provide
for interaction with a user as well; for example, feedback
provided to the user can be any form of sensory feedback
(e.g., visual feedback, auditory feedback, or tactile feedback),
and input from the user can be received in any form, including
acoustic, speech, or tactile input.

The systems and techniques described here can be imple-
mented in a computing system that includes a back-end com-
ponent (e.g., a data server), or that includes a middleware
component (e.g., an application server), or that includes a
front-end component (e.g., a client computer having a graphi-
cal user interface or a web browser through which a user can
interact with an implementation of the systems and tech-
niques described here), or any combination of such back-end,
middleware, or front-end components. The components of
the system can be interconnected by any form or medium of
digital data communication (e.g., a communication network).
Examples of communication networks include a local area
network (“LAN”), a wide area network (“WAN”), and the
Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

The foregoing description does not represent an exhaustive
list of all possible implementations consistent with this dis-
closure or of all possible variations of the implementations
described. A number of implementations have been
described. Nevertheless, it will be understood that various
modifications may be made without departing from the spirit
and scope of the systems, devices, methods and techniques
described here. For example, various forms of the flows
shown above may be used, with steps re-ordered, added, or
removed. Accordingly, other implementations are within the
scope of the following claims.

What is claimed is:

1. A method comprising:

in a mobile network comprising at least a core element and
one or more evolved Node Bs (eNBs), receiving a
request to initiate a progressive download of a video
object;

splitting the requested video object into self-contained
independent video segments;

transrating each of the self-contained independent video
segments for different rates;
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determining, using bandwidth estimation, a current net-
work condition of a network, wherein bandwidth esti-
mation comprises a combination of:
Transmission Control Protocol (TCP) based bandwidth
estimation, and
X2 interface based bandwidth estimation for Long Term
Evolution (LTE) networks; and
delivering a segment from a rate bucket suitable for the
current network condition determined by the bandwidth
estimation,

wherein the TCP based bandwidth estimation comprises

monitoring a media server’s TCP socket queue length,

further wherein monitoring the media server’s TCP socket

queue length comprises:

obtaining the TCP socket queue length periodically to
determine a drain rate, and

executing an Active Queue Management (AQM) pro-
cess onthe TCP socket queue length to detect impend-
ing congestion on the TCP link.

2. The method of claim 1 wherein each of the self-con-
tained independent video segments is a playable unit.

3. The method of claim 1 wherein transrating each of the
self-contained independent video segments for different rates
further comprises registering each of the different bit rate
versions with a media server so that the media server can
select an appropriate version for a segment transmission as
available bandwidth changes.

4. The method of claim 1 wherein the X2 interface based
bandwidth estimation for LTE networks comprises:

establishing X2AP protocol with each eNB;

initiating a load indication;

initiating a resource status reporting; and

determining a resource status reporting.

5. The method of claim 1 wherein the X2 interface based
bandwidth estimation for LTE networks comprises:

routing all X2AP messages through the core network ele-

ment; and

for messages of interest, initiating a load indication, initi-

ating a resource status reporting, and determining a
resource status reporting.

6. A server in a mobile network comprising:

one or more central processing units (CPUs); and

a memory, the memory comprising an operating system

(OS) and machine readable instructions that when

executed cause:

at least one of the one or more CPUs to receive a request
to initiate a progressive download of a video object;
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at least one of the one or more CPUs to split the
requested video object into self-contained indepen-
dent video segments;

at least one of the one or more CPUs to transrate each of
the self-contained independent video segments for
different rates;

at least one of the one or more CPUs to determine, using
bandwidth estimation, a current network condition of

anetwork, wherein bandwidth estimation comprises a

combination of:

Transmission Control Protocol (TCP) based band-
width estimation, and X2 interface based band-
width estimation for Long Term Evolution (LTE)
networks, and

at least one of the one or more CPUs to deliver a
segment from a rate bucket suitable for the current
network condition determined by the bandwidth
estimation,

wherein the TCP based bandwidth estimation comprises
monitoring a media server’s TCP socket queue length,
further wherein monitoring the media server’s TCP socket
queue length comprises:
obtaining the TCP socket queue length periodically to
determine a drain rate, and
executing an Active Queue Management (AQM) pro-
cess onthe TCP socket queue length to detect impend-
ing congestion on the TCP link.
7. The server of claim 6 wherein each of the self-contained

independent video segments is a playable unit.

8. The server of claim 6 wherein transrating each of the

self-contained independent video segments for different rates
further comprises registering each of the different bit rate
versions with a media server so that the media server can
select an appropriate version for a segment transmission as
available bandwidth changes.

9. The server of claim 6 wherein the X2 interface based

bandwidth estimation for LTE networks comprises:

establishing X2AP protocol with each eNB;

initiating a load indication;

initiating a resource status reporting; and

determining a resource status reporting.

10. The server of claim 6 wherein the X2 interface based

bandwidth estimation for LTE networks comprises:

routing all X2AP messages through the core network ele-
ment; and

for messages of interest, initiating a load indication, initi-
ating a resource status reporting, and determining a
resource status reporting.
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